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Background

• Table, an intuitive and easy-to-use tool for efficiently organizing, presenting 
a collection of facts, is widely used on the Web and in enterprises.

• There is always strong demand to extract key information from tables for 
further analysis.
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Task

Key Information Extraction (KIE) from tables.

• Taking a table and a key as input (without triggers),
• Outputting a cell from table containing the corresponding value,

which output cell is called Cell of Interest (CoI).
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Related Work

• KIE from invoices or receipts[1,2]

1. Invoices or receipts are presented in the form of images.
2. Only single-digit keys need to extract (e.g. 4 fields in SROIE).
3. Cannot cover keys/fields that the model has not seen.

8[1] B. P. Majumder, N. Potti, S. Tata, J. B. Wendt, Q. Zhao, and M. Najork,“Representation learning for information extraction from form-like documents,” in ACL, 2020.
[2] R. Cao and P. Luo, “Extracting zero-shot structured information from form-like documents: Pretraining with keys and triggers,” in AAAI, 2021.



Related Work

• KIE from Tables[1]

• Question Answering on Tables[2]

• Require relatively fixed table headers to identify table content (e.g.,
relational tables and entity tables).

9[1] Y. W. Wong, D. Widdows, T. Lokovic, and K. Nigam, “Scalable attribute-value extraction from semi-structured text,” in ICDM, 2009.
[2] J. Herzig, P. K. Nowak, T. M¨uller, F. Piccinno, and J. M. Eisenschlos, “TAPAS: Weakly supervised table parsing via pre-training,” in ACL, 2020.
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Related Work

• Matrix tables and mix-style tables play a more important role
especially in the financial sector.

• In our financial dataset, the proportion of matrix tables and mixed tables 
are higher than 90%.
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Contributions

Our main contributions:
1. To the best of our knowledge, this paper is the first work to explore KIE 

from mixed-style tables.
2. Our model captures the semantics of keys to address the issue of zero-

shot keys.
3. The experiments on a financial dataset show that the proposed model is 

effective, and obtains great improvement in accuracy on zero-shot keys 
with the pre-training.
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Problem Formulation

Zero-shot keys: 𝒦𝒦𝑛𝑛 = 𝑘𝑘𝑖𝑖 𝑖𝑖=1
𝑁𝑁𝑛𝑛 , non-zero-shot keys: 𝒦𝒦𝑧𝑧 = 𝑘𝑘𝑖𝑖 𝑖𝑖=1

𝑁𝑁𝑧𝑧

Training set: 𝐷𝐷𝑡𝑡𝑡𝑡 = 𝑘𝑘𝑖𝑖 ,𝑇𝑇𝑖𝑖 , 𝑐𝑐𝑖𝑖∗ |𝑘𝑘𝑖𝑖 ∈ 𝒦𝒦𝑛𝑛

Test set: 𝐷𝐷𝑡𝑡𝑒𝑒 = 𝑘𝑘𝑖𝑖 ,𝑇𝑇𝑖𝑖 , 𝑐𝑐𝑖𝑖∗ |𝑘𝑘𝑖𝑖 ∈ 𝒦𝒦𝑛𝑛 ∪𝒦𝒦𝑧𝑧

The probability of being the CoI of the cell 𝑐𝑐 𝑖𝑖,𝑗𝑗 : 𝑃𝑃(𝑐𝑐 𝑖𝑖,𝑗𝑗 |𝑘𝑘𝑖𝑖 ,𝑇𝑇𝑖𝑖)
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IEMT: Information Extraction from Mixed-style Table
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Joint Training

1. Cell classification

2. Row classification

3. Col classification
𝐿𝐿𝑐𝑐𝑐𝑐𝑐𝑐 is calculated similar to 𝐿𝐿𝑡𝑡𝑐𝑐𝑟𝑟

Final loss function:
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Pretraining

• Pretraining dataset:
• Ownthink, a huge Chinese knowledge graph that contains about 140

million tuples.
• Tables on Chinese Wikipedia.

• We match entity, attribute and value in Ownthink with tables from Chinese
Wikipedia to construct our pretraining dataset.
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Experiments

• Baseline
• KATA[1], which aims to extract key information from document pages, is

extended by LayoutLM[2] with explicitly trigger-supervised training.

• Dataset
• 26,869 Financial tables from CNINFO

16[1] R. Cao and P. Luo, “Extracting zero-shot structured information from form-like documents: Pretraining with keys and triggers,” in AAAI, 2021.
[2] Y. Xu, M. Li, L. Cui, S. Huang, F. Wei, and M. Zhou, “LayoutLM: Pre-training of text and layout for document image understanding,” in KDD, 2020.
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