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Census population Change, 2010-2020
Estimated 

July 1, 2020 April 1, 2010 % Absolute

Total U.S. ***** ***** ***** *****
California ***** ***** ***** *****
Texas ***** ***** ***** *****
⋯ ⋯ ⋯ ⋯ ⋯
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2019 2018

Number of 
Shareholders

Changes from the
Previous Year (%)

Number of 
Shareholders

Address
Asia ***** ***** *****

China ***** ***** *****
India ***** ***** *****

Australia ***** ***** *****
Total ***** ***** *****
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Introduction
l Claims over the numerical relationships among some measures
are commonly expressed as formulas in tabular forms

l This paper introduces the problem of numerical formula
recognition from tables

Rethinking on Table
l Table is a kind of language that adopts a different linguistic
paradigm from natural language.

l Content words are scattered regularly in table cells, and visual
grammar express the grammatical relationships among the table
cells.

2019 2018

Revenue Changes from the
Previous Year (%) Revenue

Address
Asia 21,614 ***** *****

China 16,883 ***** *****
India 4,731 ***** *****

Australia 2,341 ***** *****
Total 23,955 ***** *****
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21,614

2019 RevenueAsia��B8 B7B4� �

23,955

23,955

21,614

In 2019, revenue in Asia and Australia were 21,614 and 2,341, respectively,
revenue in China and India were 16,883 and 4,731, respectively, for the
total company revenue of 23,955 .
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2019 2018

Revenue Changes from the
Previous Year (%) Revenue

Address
Asia 21,614 ***** *****

China 16,883 ***** *****
India 4,731 ***** *****

Australia 2,341 ***** *****
Total 23,955 ***** *****
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23,955

23,955

21,614

Challenges
l Recognizing formulas require decoding the visual grammar
while simultaneously understanding the textual information.

l Horizontal formulas are common in tables.
l Multiple formulas might appear in the same table cell.

l Formula Complexity

2018 2017

Revenue % Changes from the 
Previous Year (%) Revenue %

Registered address
China ***** ***** ***** ***** *****
Japan ***** ***** ***** ***** *****
Singapore ***** ***** ***** ***** *****
Korea ***** ***** ***** ***** *****
Asia ***** ***** ***** ***** *****
Rest of world ***** ***** ***** ***** *****

***** ***** ***** ***** *****
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2018
US$M

Interest bearing liabilities
Bank 
loans

Notes and 
debentures Other Total

At the beginning of the financial year ***** ***** ***** *****
Proceeds from interest bearing liabilities ***** ***** ***** *****
Repayment of interest bearing liabilities ***** ***** ***** *****

Change from Net financing cash flows ***** ***** *****
Other movements: ***** ***** *****

Interest rate impacts ***** ***** *****
Foreign exchange impacts ***** ***** *****

At the end of the financial year ***** ***** *****
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2018
US$M

2017
US$M

Restated
Continuing operations 
Revenue ***** *****
Other income ***** *****
Expenses excluding net finance costs ***** *****
Profit/(loss) from equity accounted investments, related impairments and expenses  ***** *****
Profit from operations ***** *****

Financial expenses ***** *****
Financial income ***** *****
Net finance costs ***** *****
Profit before taxation  ***** *****

Income tax expense ***** *****
Royalty-related taxation (net of income tax benefit) ***** *****
Total taxation expense ***** *****
Profit/(loss) after taxation from Continuing operations ***** *****
Discontinued operations ***** *****
Loss after taxation from Discontinued operations ***** *****
Profit/(loss) after taxation from Continuing and Discontinued operations ***** *****

Attributable to non-controlling interests  ***** *****
Attributable to BHP shareholders ***** *****
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(1)

(2)

(3)

(6)

(8)
(7)

(9,10)

(4)

(5) (5)

Methods - TAFOR
l Problem Conversion.
A formula can be defined as:

! = # $%, … , $(, … , $)
Converted to a set of triplets as:

!, #%, $% , … , !, #(, $( , … , !, #(, $( ,
where ! is the result cell, # is the formula type, $ is the element
cell.

l Two Steps.
1. Result Cell Detection

2. Cell Pair Classification
How to encode a table and cell inside it?

l Two-channel Model

Embeddings for tokens
in each header

C

R …
…
…

…
…
…

Embedding Layer

Bi-LSTM

Hidden vector
for each header

#$%

#&'

(a) Text module

(b) Vision module (c) Combination and classification
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Column Header
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Result Cell 
Detection

Cell Pair 
Classification

…
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Experiments
4 EXPERIMENTS
Two datasets are adopted in this study. DECO-F is a small dataset
with 1,264 tables we derived from DECO [19]. As this dataset is
small, we put the discussion in Appendix B.2. In this section, we
focus the result on a larger dataset FinFormulas we collected.

4.1 Dataset
We collected a dataset, namely FinFormulas, consisting of 190,179
tables from various types of 4,746 Chinese �nancial documents
(in PDF format). The documents in �nance are table-intensive and
computation-intensive. All the documents used are the annual re-
ports and IPO prospectuses in Chinese �nancial markets, crawled
from CNINFO3, a website for the China Securities Regulatory Com-
mission. For each PDF �le, we use PDFlux4 to recognize all the
tables and their inner table structures. To annotate formulas in
tables, we recruited ten in-house annotators for this labeling task.
Each annotator has at least 3-year experience in auditing so that she
is capable to recognize all the formulas in �nancial tables. For each
table, the �rst two annotators independently annotate it. If there are
any con�icts between these two labeling results, another annotator
proof-reads and corrects the results to get the �nal ground truth
for each table. This rigorous process ensures the high quality of
the labeled data. We follow [3] and use micro F1-score to measure
inter-annotator agreement of our dataset. The �nal micro F1-score
is 94.83%, indicating there is a high degree of agreement between
the two independent labeling results.

The resultant corpus contains 190,179 tables in 4,746 �nancial
documents, with a total of 1,442,227 formulas. On average each doc-
ument contains 40.07 tables and each table contains 7.58 formulas.
As we mentioned in Section 3.1, we only consider four types of
formulas as we need enough samples to train the model. These four
types of formulas account for 98.22% of all formulas in the corpus.
More statistics can be found in Table 5 in Appendix A.

4.2 Experimental Setup
4.2.1 Candidate Generation. For a result cell (8, 9), we only con-
sider to make candidate pair with cells in the same row or col-
umn (8, ·), (·, 9), or with cells in the adjacent rows or columns
(8 ± 1, ·), (·, 9 ± 1). These candidates cover over 99% of annotated
formulas. Details about candidate generation and training setting
for reproducibility are discussed in Appendix A.

4.2.2 Metrics. We evaluate the performance of our framework on
the two tasks. For the cell detection task, We report the F1-score.
For the cell pair classi�cation task, we report the F1-score on the
pair level and formula level which computed by comparing the
predicted formula set F0 and the ground truth formula set F. We
primarily report F1 on formula level unless otherwise speci�ed.

4.2.3 Methods Compared. We compare our solution against two
retrieval-based baselines:

•HeaderHardMatching (HHM). Given a test table, we extract
its header set (contains row and column headers) and �nd the table
in the training set with the same header set. Then the annotated

3http://www.cninfo.com.cn/
4http://pd�ux.com/

Table 2: Evaluation results.
± 3 6A 0E6 overall

HHM 42.57 46.29 48.78 46.37 44.08
HSM 68.00 78.97 74.45 67.12 72.05
T�F�� 90.15 91.66 85.87 87.38 90.65
HHM + T�F�� 90.02 93.58 92.19 89.18 91.31

formula set of the found table is suggested as the answer for the
test table. If no table is found, the answer for the test table is empty.

•Header SoftMatching (HSM). For each table, we concatenate
the text in all headers with a special token to obtain a header
sequence according to the order of rows and columns. We de�ne
the similarity of two tables to be the similarity between their header
sequences depended on the edit distance5, i.e.,

(8<8;0A8C~ ()1,)2) =
|B1 | + |B2 | � 38BC0=24 (B1, B2)

|B1 | + |B2 |
, (8)

where B1, B2 are the header sequences of table)1 and)2,38BC0=24 (B1, B2)
calculates the edit distance between B1 and B2, |·| indicates the length
of a string. Given a test table, we use their similarity to rank the
tables in the training set that have the same number of rows and
columns with the test table. The annotated formula set of the top-1
table is suggested as the answer.

Moreover, we run our solution with two setups:
• T�F�� (for Table Formulas Recognition). The framework in

Section 3 with our two-channel model and two classi�cation tasks.
•HHM+T�F��. Given a test table, we �rst perform HHM for it.

If there is no table in the training set with the same table headers,
we feed it into our T�F�� framework and get its predicted answer.

Finally, we conduct ablation experiments over each key compo-
nent in order to explore their relative importance.

4.3 Performance Evaluation.
4.3.1 Method Performances. Table 2 summarizes our results on
the test set compared with baselines.

For two baselines, HSM achieves higher performance with �1 =
72.05% than HHM. For HHM, there are only about 28% tables in the
test set can hit a result table in the training set. When we recalculate
the F1-score of HHM on the subset of these 28% test tables, the
overall F1-score reaches 99.3%. This result justi�es the rationality
of the design of using the feature of the corresponding row and
column header to represent a data cell, since HHM only takes the
text in table headers to hit a result table.

Compared with the two baselines, our T�F�� achieves an overall
�1 = 90.65% across all four formula types, which outperforms best
baseline HSM (72.05%) by a large margin. The ensemble of HHM
and T�F�� further improves the performance to 91.31%.

An experiment is conducted to analyze the performance of
T�F�� on tables that are not similar to any table in training dataset
and its result is shown in Figure 6. We de�ne the similarity of a test
table ) to the training dataset T based on Equation 8 as:

B8<8;0A8C~ () ,T) = max
) 0 2T

�
B8<8;0A8C~ () ,) 0

)
�

(9)

Then, the test tables are split into 10 groups by their similarity
to the training dataset. In each group, we count the number of

5The similarity is calculated by Levenshtein.ratio in python
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